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CFD simulation of steady state heat transfer in bubble columns
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Abstract

A low Reynolds numberk–ε computational fluid dynamics (CFD) model has been used for the description of flow pattern near the wall.
An excellent agreement has been shown between the predicted and experimental hold-up and velocity profiles. The CFD model has been
extended for the prediction of heat transfer for two-phase gas–liquid flows in bubble columns. A comparison has been presented between the
predicted and the experimental data.
© 2005 Elsevier B.V. All rights reserved.
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. Introduction

In bubble columns, the gas phase moves in the form of
ispersed bubbles in a continuous liquid phase. The bubble
olumns operate either in a homogeneous regime or hetero-
eneous regime. The homogeneous regime is characterized
y practically uniform concentration of bubbles throughout

he column and no significant bulk convective motion.
n contrast, the heterogeneous regime is characterized by
he non-uniform bubble concentration (together with wide
ubble size distribution) and intense convective motion of the

iquid phase. In majority of the commercial installations of
ubble columns, heterogeneous regime prevails. A schematic
f bubble column (heterogeneous regime) is shown inFig. 1.

Bubble columns are widely used in commercial practice
or a wide range of applications, such as catalytic hydro-
enation, air-oxidation, halogenation, hydro-halogenation,
mmonolysis, ozonolysis, etc. Though bubble columns are
imple in construction, the present design practice is still
loser to art than science and most of the design estimates
re empirical. For instance, a large number of correlations

One of the most important drawbacks of such correlatio
the range of applicability, in particular, in view of the la
variety in the nature of gas–liquid systems (and/or the r
of operating conditions), such as Fisher-Tropsch synth
column flotation, fermentation, etc.

The root cause for the present status of empiricism
been the complexity of the underlying fluid mechanics
the majority of cases, the flow is turbulent and the rate
transfer processes cannot be predicted from the first p
ples. During the past 30 years, there have been continuou
vigorous attempts to gain control over the situation. In pa
ular, developments in computational fluid dynamics (C
have accelerated in the past two decades because of the
tacular progress in digital computing. Stewart and Wend
[1], Jacobson et al.[2] and Joshi[3] have critically reviewe
the subject of CFD modeling of bubble columns.

The next step is the development of relationship betw
the flow pattern and the different design objectives.
instance, the transport phenomena near the wall de
crucially on recognizing and accounting for the role of
turbulent motions adjacent to the wall. Over the years
re available for the axial dispersion coefficient, pressure
rop, mass transfer coefficient and heat transfer coefficient,
tc., which are empirical or semi-empirical in character.

∗ 4.

near-wall turbulence has been the target of number of numer-
ical and experimental investigations. The presence of wall
ensures the molecular viscosity to influence directly the pro-
cess of production, destruction and transport of turbulence,
which in turn affect the other transport processes, such as
w lence
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Nomenclature

A constant defined as in Eqs.(16)and(20)
C constant in heat transfer coefficient relations
CB interface energy transfer factor
C0, C1 drift flux constant
CP specific heat capacity of the liquid

(J kg−1 K−1)
C�1, C�2, C� constant in turbulence models
D column diameter (m)
dB bubble size (mm)
E term in low Reynolds number model
ET rate of energy transfer from gas phase to liquid

phase (W)
f1, f2, f� functions in low Reynolds number model
FDZ total drag force (N)
Fr Froude number
g acceleration due to gravitation (m s−2)
hW heat transfer coefficient (W m−2 K−1)
HD height of gas dispersion (m)
k turbulent kinetic energy (m2 s−2)
kL thermal conductivity of the liquid (W K−1)
k0 centreline turbulent kinetic energy (m2 s−2)
L length of pipe or column (m)
Lc characteristic heater dimension (m)
p pressure (N m−2)
Pr Prandtl number
q heat transfer rate (W m−2)
qC heat transfer rate at center (W m−2)
qR heat transfer rate at wall (W m−2)
r radial distance (m)
R radius of column (m)
Re Reynolds number
RT turbulent Reynolds number (k2/νε)
Ry turbulent Reynolds number based ony(yk1/2/ν)
St Stanton number
tc contact time (s)
T temperature (K)
T(r, z) temperature at any radial and axial location (K)
T(0, z) temperature at centre and any axial location (K)
uL axial liquid velocity (m s−1)
u* friction velocity (m s−1)
Ur radial velocity component (m s−1)
v velocity scale (m s−1)
vF eddy velocity (m s−1)
vB volume of a single bubble (m3)
VC circulation velocity (m s−1)
VG superficial gas velocity (m s−1)
VB,∞ terminal rise velocity of a single bubble (m s−1)
VS slip velocity (m s−1)
x1 distance along the wall (m)
x distance from wall (m)

y normal distance from the wall, R–r, (m)

y+ dimensionless wall distance

(
y
v

√
2
3k0

)
z axial distance (m)

Greek symbols
α thermal diffusivity
α0 molecular thermal diffusivity
∈̄ G average fractional gas hold up
∈̄ L average fractional liquid hold up
ε turbulent kinetic energy dissipation rate

(m2 s−3)
µL molecular viscosity (N m−2 s)
µw molecular viscosity at the wall (N m−2 s)
θ dimensioned temperature difference
θ+ dimensionless temperature difference
θ̄ temperature difference
ρL density of liquid (kg m−3)
ρG density of gas (kg m−3)
σ surface tension of the liquid (N m−1)
σ� Prandtl number for kinetic energy dissipation

rate
σk Prandtl number for kinetic energy
ν molecular kinematic viscosity of liquid

(m2 s−1)
νt turbulent viscosity of liquid (m2 s−1)

Fig. 1. Schematic figure of the bubble column reactor.
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models or low Reynolds number models, which attempt to di-
rectly model the influence of molecular viscosity, have been
developed. The approach incorporates either a wall damping
effect or a direct effect of molecular viscosity, or both, on the
empirical constants and functions in the turbulence transport
equations. Thakre and Joshi[4] have analyzed the efficacy
of 12 different low Reynolds numberk–ε models and have
recommended Lai and So[5] model (LSO) for the prediction
of near-wall flows. Further, Thakre and Joshi[4] extended
the flow model for the prediction of heat transfer coefficient
in single-phase pipe flows. On the basis of this experience,
it was thought desirable to extend a low Reynolds number
CFD model for heat transfer in bubble columns.

Bubble columns find wide spread application in highly
thermal processes due to their excellent heat transfer proper-
ties. In these reactors, the chemical reaction is accompanied
by the heat effects and either heat is supplied or removed
depending upon the endothermic or the exothermic nature of
the reaction. The information on heat transfer coefficient be-
tween cooling or heating surface and the gas–liquid dispersed
bed is required for designing the bubble columns. In view of
this, CFD model has been developed in the present work for
prediction of heat transfer coefficient in bubble column.

2. CFD model for flow pattern

om-
p mn,
i low-
i

where

νt = C�f�
k2

ε
(5)
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been
g to
The set of governing equations for steady state, inc
ressible, fully developed two-phase flow in bubble colu

n cylindrical coordinate system is represented by the fol
ng equations of change:

Momentum equation:

−ρL

r

∂

∂r

(
r ∈ L(ν + νt)

∂uL

∂r

)
= − ∈ L

∂p

∂z
+ ∈ LgρL

+ ∈ LFDZ (1)

−ρG

r

∂
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(
r ∈ G(ν + νt)

∂uG

∂r

)
= − ∈ G

∂p

∂z
+ ∈ GgρG

− ∈ LFDZ (2)

Turbulent kinetic energy (k) equation:

−1

r

∂
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(
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(
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σk

)
∂k
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)

= νt ∈ L

(
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+ ∈ LCBFDZVS − ε∈ L (3)

Turbulent energy dissipation rate (ε):

−1

r

∂
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(
r ∈ L

(
ν + νt

σ�

)
∂ε

∂r

)
= ∈ Lε

k

[
C�1f1νt

(
∂uL
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+ C�1 CBFDZVS

]
− ∈ Lε

2

k
C�2f2 + E∈ L (4)
At centre
dr

= 0;
dr

= 0;
dr

= 0;
dr

= 0

At wall, k = 0; ε = 2ν

(
d
√
k

dr

)2

; uL = 0; (10)

The LSO model has recommended a value of 0.01
he constant in thef� relation. This value of constant was o
ained for the case of single-phase pipe flow. For this purp
ai and So[5] had used extensive comparison with the ex

mental data. Therefore, it is obvious that the same con
s not applicable for a markedly different situation of tw
hase flows. The level of turbulence in bubble columns
uch higher level and the boundary layer thickness is m

hinner. Therefore, another value of constant is require
he simulations in bubble columns. It must be, however,
hasized that the values of constant so selected [(0.01
ai and So[5] and (0.215) in the present case] are sele
nly once and do not depend upon the column diamete
erficial gas velocity and the physical properties of gas

iquid phases. The values of other constants areC� = 0.09,
�1 = 1.35,C�2 = 1.8 andσ� = 1.3 as suggested by Lai and

5]. Interfacial forces between gas bubbles and liquid, m
ling of pressure gradient and the other related issues
een discussed in Vitankar et al.[6].

. Interphase energy transfer

The details pertaining to the energy balance have
iven by Joshi[3]. The rate of energy transfer from gas
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liquid phase is given by:

ET = π

4
D2(ρL − ρG)gHD ∈̄ L(VG + (CB − 1) ∈̄ GVs) (11)

When bubbles rise, the pressure energy is converted into tur-
bulent kinetic energy. A fraction ofCB is considered to get
transferred to the liquid phase. The rate of energy given by
Eq.(11)is finally dissipated in the turbulent liquid motion. To
establish the energy balance, the predicted energy dissipation
rate from CFD simulations needs to be equal to the input rate
given by Eq.(11).

4. CFD model for heat transfer

As the heat transfer process is completely governed by
the flow pattern and thermal diffusivity (eddy diffusivity fol-
lowing Reynolds analogy), correct velocity profile and corre-
sponding diffusivity should yield the heat transfer coefficient.
Lin and Wang[7] have observed that the flow and heat transfer
is profoundly dominated by the macroscopic hydrodynamics
structure. Hence, the velocity profiles and eddy diffusivity
obtained by low Reynolds numberk–ε model is expected to
predict heat transfer coefficient.
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ParameterA in Eq. (14) can be expressed in terms of im-
posed constant heat flux. Integrating overr = 0–R and using
the fact that:

dθ

dr
= 0 at r = 0

qR = −CPρL ∈ Lα0

(
dθ

dr

)
R

at r = R (15)

A = − qRR

ρLCP
∫ R

0uL ∈ Lrdr
(16)

which gives

1

r

d

dr

(
r ∈ L(α + α0)

dθ

dr

)
= − uLqRR∈ L

ρLCp
∫ R

0uL ∈ Lrdr
(17)

Taking temperature in terms of temperature difference with
respect to wall and using relations Eqs.(14)–(16), the heat
equation Eq.(17) can be written in the nondimensional
form.Writing θ in dimensionless form as:

1

r

d

dr

(
r ∈ L(α + α0)

dθ+

dr

)
= − uLR∈ Lu

∗∫ R

0uL ∈ Lrdr
(18)

whereθ+ = θ/T ∗ andT* = (q/u*ρLCp).
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.1. Heat transfer model equation

The following assumptions have been made:

. The radial variation of eddy diffusivity (νt) was obtaine
from the solution of the Eq.(1)–(10).

. The heat transfer process has been considered for th
of steady state and constant heat flux.

The steady state heat transfer governing equation is
y:

L ∈ L
∂T

∂z
= 1

r

∂

∂r

(
r ∈ L(α + α0)

∂T

∂r

)
(12)

For the case of constant wall heat flux, radial temp
ure profiles are well stabilized; so thatT(r,z) is a function
f r alone, so that the constancy of the wall flux imp

hat:

(r, z) = θI + Az (13)

hereA is a constant. It is obvious that the sign ofAwill be
ositive in the central up flow region and negative in n
all down-flow area. Substitution of Eq.(13) into Eq. (12)
ields an ordinary differential Eq. forθ:

1

r

d

dr

(
r ∈ L(α + α0)

dθ

dr

)
= uLA∈ L (14)

bove equation can be solved for two different cases:

ase 1. Wall heating
e

ase 2. Center heating

ParameterA in Eq. (14) can be expressed in terms of i
osed constant heat flux. Integrating overr =m to R, where
is very small distance from center and represents a

ransfer element and using the fact that

qC = −CPρL ∈ Lα0

(
dθ

dr

)
m

at r = m

qR = CPρL ∈ Lα0

(
dθ

dr

)
R

at r = R

(19)

= − qc(R − m)

ρLCP
∫ R

m
uL ∈ Lrdr

(20)

sing Eq.(14)and(20)and writingθ in dimensionless, give

1

r

d

dr

(
r ∈ L(α + α0)

dθ+

dr

)
= −uL(R − m) ∈ Lu

∗
R∫
m

uL ∈ Lrdr

(21)

hereθ+ = θ/T ∗ andT* = (q/u*ρLCp).
The integral in the Eq.(18) and(21) was split into two

arts, for up-flow region and for down-flow region. The
ow integral was found to be positive and down-flow inte
as negative. This ensures the sign ofA to be positive in th
entral core and negative in the down-flow region.

. Method of solution

The solution procedure consisted of two steps: the
tep was to solve the momentum equations of gas, l
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phases, turbulent kinetic energy (k) and turbulent energy dis-
sipation rate (ε) (Eqs.(1)–(9)along with boundary condition
Eq. (10)). The flow information obtained from the step one
was used in step two: to obtain the value of heat transfer co-
efficient. For this purpose, Eq.(17) and(21) were solved by
control volume technique of Patankar[8]. In the case of wall
heating, a non-uniform grid (100 grids in region 0<r/R< 0.9
and 900 grids in 0.9 <r/R< 1) was used and for the case
of center heating, a non-uniform grid (500 grids in region
0 <r/R< 0.055, 100 grids in region 0.055 <r/R< 0.95 and 500
grids in 0.95 <r/R< 1) was used. Thef1, f2, f� distribution was
kept at the center as at wall, also the boundary condition forε

andkwas given as that of wall for the case of center heating.
The stepwise procedure used for getting the flow pattern is
given in detail by Vitankar et al.[6].

6. Results and discussion

6.1. Comparison of the existing data and model
predictions

There have been a large number of investigations on ex-
perimental measurement of heat transfer coefficient. A wide

Table 1
Heat transfer coefficient in bubble columns: summary of previous experimental work

Researcher Gas–liquid system Diameter/height (m) Range ofVG

(m s−1)
Sparger Correlation

Fair et al.[9] Air–water 0.457, 1.07 0.006–0.045 Sparge ring hW = 8850V 0.22
G

Kast[10] Air–water 0.288 0.025–0.06 Sieve plate,
sintered nozzle,
hole-type nozzle

St = 0.1(ReFr Pr2 )
−0.22

Muller [11] Air–water 0.09,0.19,0.29/1.2 0.004–0.12 Porous plate Laminar
{Nu = 750[Re0.292Pr0.078We−0.091

(D/L)0.1(D/HD)0.73]}, Turbulent
{Nu = 143[Re0.11Pr0.078We−0.091

(D/L)0.1(D/HD)0.73]}

Ruckenstein Air–water – 0.01–0.2 28 Capillary hW = 0.28kL

(
g ∈̄ G
ν

)1/3(
ν
α

)1/3

B 0.01

H 0.00

S 0.0

L –

J

D

H

L

V

Y

and
Smigelschi
[12]

urkel [13] Air–water 0.19

art [14] Air–water, air–ethylene
glycol

0.099

teiff and
Weinspach
[15]

Air–water, air–silicone oil 0.19, 0.45, 0.7/2.1

ouisi [16] Air–xylene, air–kogasene,
air–decalin

0.1
oshi et al.[17] Air–water – –

eckwer[18] Air–water – –

ikita et al.[19] Air–water, air–1-butanol,
air–sucrose methanol

0.1, 0.19/1.62, 2.40 0.0

ewis et al.[20] Air–water,
nitrogen–cumene,
nitrogen–glycol

0.292 0.02

erma[21] Air–water 0.108/1.7 0.1–

ang et al.[22] Compressed
nitrogen-Paratherm NF
heat transfer fluid

0.1016/1.37 0.01
tubes in the plate

–0.5 – St = 0.11(ReFr Pr2.48)
−0.23

3–0.2 1/4 inch. o.d.
copper tube

hW
ρLCPVG

(
CPµL
kL

)0.6 =

0.125

(
V3

GρL
µLg

)−0.25

04–0.2 – St = 0.113(ReFr Pr2)
−0.26

– St = 0.136(ReFr Pr1.94)
−0.27

hWD
–
kL

=
0.087

(
D1.33g0.33(VG− ∈̄ GVB∞)0.33ρL

µL

)0.8

(
CPµL
kL

)0.33(
µL
µw

)0.14

– St = 0.1(ReFr Pr2)
−0.25

53–0.34 Single nozzle,
nozzles—0.9,
1.3, 1.31, 2.06,
3.62 cm

hW
ρLCPVG

(
CPµL
kL

)2/3 =

0.411
(
VGµL
σ

)−0.851
(

µ4
L g

σ ρL

)0.308

–0.165 Perforated plates:
91 holes of
0.81 mm
diameter

h =
[

δ
kL

+
(

πLc
4kLCPρLVC

)1/2
]−1

0.4 Perforated plate:
91 holes of
0.81 mm

hW
ρLCPVG

= 0.121(1−

∈̄ G)
(
CPµL
kL

)−0.5
(

V3
GρL
µLg

)−0.851

–0.25 Perforated plate
with 120
square-pitched
holes of 1.5 mm

St = 0.2(ReFr Pr2)
−0.25
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Fig. 2. Comparison of the correlations available in the published literature.

Fig. 3. Parity plot for the heat transfer correlation of Joshi et al.[17]. For
other details referTable 1. (�, ©) Fair et al. [9], (
) Muller [11], (♦)
Ruckenstein and Smigelschi[12], (×) Burkel [13], (⊗, �) Hart [14], (
, ∅,
�) Louisi [16], (♦) Deckwer[18], (*) Hikita et al. [19], (�) Verma[21], (+)
Yang et al.[22], (�) Perner[29], (�) Zehner[30].

range of gas velocity, column diameter together with differ-
ent gas–liquid and gas–liquid–solid systems have been stud-
ied in the published literature. A summary of these studies
has been given inTable 1. The mechanism of heat exchange

Fig. 4. Comparison between the low Reynolds numberk–ε model predic-
tions and the experimental data of Hills[23]. (A) Comparison of hold-up
profiles, (B) comparison of liquid velocity profiles.

between two-phase dispersion and heat transfer area has also
been discussed by several investigator and they have pro-
posed heuristic models. Thus, it can be seen that the ma-
jor effort has been on correlating the heat transfer data by
means of empirical or semi-empirical correlations but the
use of these expression is limited to the experimental con-
ditions on which they are based. The constants involved in
these correlations were determined to fit investigator’s own
data. In order to understand the comparative performance
of these correlations, these have been plotted in theFig. 2.
The following observations were made by the analysis of
the experimental data and the correlations shown inFig. 2.

Table 2
Effect of diameter on flow and heat transfer coefficient

Diameter (m) VG (m s−1) ∈̄ G m CB Material balance Energy balancea VC (m s−1) Heat transfer coeff.

C0 C1 RHS LHS

0.15 0.149 (0.15)a 0.219 (0.22) 3.4 0.5 2.2 (2.0) 0.33 (0.3) 1.13 1.10 0.38 5934.9
0.385 0.15 (0.15) 0.212 (0.22) 3.4 0.4 2.1 (2.0) 0.3 (0.3) 0.88 0.89 0.40 6192.0
1.0 0.154 (0.15) 0.215 (0.22) 3.4 0.2 2.5 (2.0) 0.32 (0.3) 0.95 1.08 0.48 6701.0
2.0 0.156 (0.15) 0.218 (0.22) 3.4 0.3 2.6 (2.0) 0.32 (0.3) 1.08 1.22 0.56 7005.0

a The bracketed numbers indicate the experimental values; LHS is volume integral of energy dissipation rate and RHS is Eq.(11).
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Table 3
Effect of different gas–liquid system on flow and heat transfer coefficient

VG (m s−1) ∈̄ G CB Material balance Energy balancea VS (m s−1) Heat transfer coeff.

C0 C1 RHS LHS

0.098 (0.1) 0.13 (0.128) 0.50 2.65 (2.8) 0.49 (0.5) 0.60 0.58 0.56 5398.52
0.106 (0.1) 0.16 (0.155) 0.47 2.35 (2.4) 0.41 (0.4) 0.57 0.55 0.51 4945.06
0.102 (0.1) 0.2 (0.2) 0.44 2.1 (2.0) 0.32 (0.3) 0.55 0.50 0.42 4643.12
0.105 (0.1) 0.23 (0.244) 0.41 1.5 (1.6) 0.28 (0.25) 0.56 0.48 0.37 4274.65

a The bracketed numbers indicate the experimental values; LHS is volume integral of energy dissipation rate and RHS is Eq.(11).

(i) For the same superficial gas velocity, the different
investigators have observed different values of heat
transfer coefficient. This may be due to the differ-
ent gas hold-ups in the respective studies. It may
be pointed out, at the sameVG the value of ∈̄ G
depends upon the nature of gas–liquid system and
the operating pressure and temperature.∈̄ G further
depends upon the sparger design and column height.
∈̄ G also depends upon the regime of operation (ho-

mogeneous or heterogeneous) which in turn depends
upon VG, D, sparger design, pressure, temperature,
etc.

(ii) The heat transfer coefficient shows strong dependence
onVG at low superficial gas velocities (VG < 0.1 m s−1)
and weaker dependence at higher superficial gas veloc-
ities.

(iii) Heat transfer is found to be independent of sparger de-
sign.

Table 4
Comparison between experimental and the CFD simulated values

Author VG (m s−1) ∈̄ G Material balance Energy balancea

C0 C1 LHS RHS

Burkel [13] 0.018 (0.02) 0.052 (0.051) 1.98 (2.0) 0.31 (0.34) 0.038 0.032
0.042 (0.04) 0.097 (0.095) 1.57 (2.0) 0.28 (0.34) 0.108 0.098
0.058 (0.06) 0.127 (0.123) 2.1 (2.0) 0.315 (0.34) 0.187 0.142
0.095 (0.10) 0.166 (0.169) 2.2 (2.0) 0.312 (0.34) 0.391 0.312
0.142 (0.15) 0.234 (0.243) 1.89 (2.0) 0.312 (0.34) 0.761 0.658
0.189 (0.2) 0.270 (0.265) 1.98 (2.0) 0.421 (0.34) 1.15 1.01
0.241 (0.25) 0.290 (0.280) 2.11 (2.0) 0.289 (0.34) 1.55 1.26
0.290 (0.30) 0.319 (0.180) 2.13 (2.0) 0.301 (0.34) 1.98 1.58

Steiff and Weinspach[15] 0.018 (0.02) 0.05 (0.045) 1.85 (2.0) 0.286 (0.3) 0.042 0.039
0.039 (0.04) 0.105 (0.101) 1.75 (2.0) 0.298 (0.3) 0.113 0.112
0.059 (0.06) 0.142 (0.141) 1.65 (2.0) 0.286 (0.3) 0.210 0.200
0.079 (0.08) 0.173 (0.171) 2.15 (2.0) 0.295 (0.3) 0.320 0.312

)

H

L ) 2
) 0

V

0.098 (0.10) 0.20 (0.191)
0.14 (0.15) 0.25 (0.211)
0.18 (0.20) 0.285 (0.272

ikita et al.[19] 0.068 (0.07) 0.14 (0.139)
0.10 (0.10) 0.18 (0.174)
0.176 (0.18) 0.25 (0.251)
0.24 (0.24) 0.3 (0.293)
0.34 (0.35) 0.35 (0.34)

ewis et al.[20] 0.035 (0.04) 0.097 (0.098
0.053 (0.054) 0.123 (0.121

0.067 (0.068) 0.140 (0.135)
0.076 (0.08) 0.152 (0.157)
0.101 (0.105) 0.171 (0.177)
0.135 (0.143) 0.192 (0.19)
0.162 (0.163) 0.201 (0.192)

erma[21] 0.031 (0.035) 0.083 (0.081)
0.051 (0.05) 0.111 (0.110)
0.097 (0.1) 0.179 (0.18)
0.20 (0.20) 0.259 (0.26)
0.25 (0.25) 0.289 (0.29)
0.32 (0.35) 0.333 (0.311)

a The bracketed numbers indicate the experimental values; LHS is volume
2.12 (2.0) 0.296 (0.3) 0.460 0.395
1.89 (2.0) 0.356 (0.3) 0.860 0.865
1.99 (2.0) 0.296 (0.3) 1.23 1.12

2.12 (0.2) 0.31 (0.35) 0.23 0.20
2.1 (0.2) 0.31 (0.35) 0.28 0.21
1.9 (0.2) 0.35 (0.35) 0.51 0.45
1.6 (0.2) 0.39 (0.35) 1.41 1.30
1.54 (0.2) 0.38 (0.35) 1.77 1.62

3.12 (3.45) 0.21 (0.25) 0.119 0.11
3.12 (3.45) 0.125 (0.25) 0.2019 0.21

2.15 (3.45) 0.215 (0.25) 0.295 0.251
2.95 (3.45) 0.214 (0.25) 0.381 0.315
2.95 (3.45) 0.29 (0.25) 0.575 0.517
2.89 (3.45) 0.245 (0.25) 0.893 0.785
2.56 (3.45) 0.198 (0.25) 1.067 0.997

2.15 (2.0) 0.39 (0.35) 0.14 0.12
2.5 (2.0) 0.32 (0.35) 0.16 0.16
1.95 (2.0) 0.35 (0.35) 0.30 0.31
1.64 (2.0) 0.39 (0.35) 0.45 0.37
1.82 (2.0) 0.36 (0.35) 0.51 0.48
1.58 (2.0) 0.34 (0.35) 0.65 0.64

integral of energy dissipation rate and RHS is Eq.(11).
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(iv) For column diameter greater than 0.19 m, heat transfer
coefficient becomes independent of the column diame-
ter.

In view of the above observations, Joshi et al.[17] included
the effect of ∈̄ G on the flow pattern and the average liquid
circulation velocity. They also included the above observa-
tions in their correlation. This correlation has been compared
with all published experimental data and the average devi-
ation was found to be 8% (Fig. 3). In view of this, it was
thought desirable to develop a CFD model for flow and heat
transfer in bubble column.

6.2. Present CFD model for flow and heat transfer

As a first step, it is important to establish the validity of
the model for flow pattern. Therefore, comparison has been
made with the experimental data of Hills[23], Nottenkam-
per et al.[24], Menzel et al.[25], Yao et al.[26], Yu and
Kim [27] and Grienberger and Hoffman[28] and details are
given in Vitankar et al.[6]. The excellent agreement was ob-
tained between the model predictions and the experimental
measurements. For instance,Fig. 4 shows a typical case of
such comparison. The agreement between the predicted and
the experimental profiles of axial velocity can be seen to be
excellent. It may be pointed out such an agreement has been
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6.4. Effect of gas–liquid system

The major influence of physical properties is basically on
the average bubble size and bubble rise velocity. The other
factors, which influencedB andVS, are the sparger design
and the energy dissipation rate. The sparger loses influence
whenHD/D ratio is greater than a critical number depending
upon the coalescing nature of gas–liquid system. Therefore,
for givenVG, the value ofVS can be considered as a signatory
representative of all the physical properties including nature
of gas–liquid system. Therefore, effect of physical proper-
ties was investigated by consideringVS over a wide range. It
has been emphasized earlier that the accurate prediction of
VS for an unknown gas–liquid system is very difficult with
the present status of knowledge. Therefore, we have recom-
mended the measurements ofC0 andC1 for a given system.
This means that any gas–liquid system is a set ofC0 and
C1. The simulations have been carried out for four different
sets ofC0,C1 for superficial gas velocity of 0.1 m s−1. It can
be seen that as the slip velocity increases (correspondingly
C1 increases), the gas phase residence time and the average
hold-up ∈̄ G reduces. It can be concluded from theTable 3
that with change inC0 andC1, from (C0 = 1.6,C1 = 0.25)
to (C0 = 2.8,C1 = 0.5), heat transfer coefficient increases by
25%.
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[

btained over a wide range of column diameter, super
as and liquid velocities as covered by the above-menti
uthors.

In view of the above-mentioned favorable compariso
as thought desirable to extend model for the analysis of

ransfer process in the bubble column. It was assumed
he eddy diffusivities for momentum and heat are equal.
nalysis was carried out for both cases of location of he
lement, i.e., center and at wall position. The resulting
erature profile was used for the calculation of heat tra
oefficient using the following equation:

= hW )θ̄ (22)

ormalising)θ̄ by T* (=q/u*ρLCp),

W = ρLCPu
∗

)θ+ (23)

.3. Effect of column diameter

Diameter has considerable effect on the performan
he bubble column. The effect of diameter (D) on flow vari-
bles and heat transfer coefficient has been systema

nvestigated. It can be seen fromTable 2that with an in-
rease in diameter from 0.15 to 2.0 m, a significant incr
n the magnitude of the liquid velocity occurs. Diame
eems to have slight effect on the heat transfer coeffic
t can be seen from theTable 2that with a reduction in d
meter from 2.0 to 0.15 m, heat transfer coefficient red
y 15%.
.5. Comparison of heat transfer data with the
xperimental data

The simulations were carried out for case of center h
ng and wall heating. The model predictions have been c
ared with the experimental data of Burkel[13], Steiff and
einspanch[15] and Hikita et al.[19] for the case of wa

eating and Lewis et al.[20] and Verma[21] for second cas
f center heating. The results have been given inTable 4and

ig. 5. Parity plot between the predicted heat transfer coefficient an
xperimental data of Burkel[13], Steiff and Weinspach[15], Hikita et al.
19] for the case of wall heating.
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Fig. 6. Parity plot between the predicted heat transfer coefficient and the
experimental data of Lewis et al.[20] and Verma[21] for the case of central
heating.

the parity plot for heat transfer coefficient inFigs. 5 and 6,
which show an excellent agreement between the CFD pre-
dictions and the experimental measurements.

7. Conclusions

(1) In this work, for the predictions of flow pattern, the
knowledge of hold-up profile has not been assumed to be
available. This aspect may be considered as a significant
step forward in the development of predictive procedures
for flow pattern in bubble columns.

(2) A stepwise procedure has been developed for the pre-
diction of hold-up and liquid phase velocity profiles as
well as slip velocity. An excellent agreement between the
predicted and the experimental profiles of hold-up and
axial velocity was observed over a wide range of column
diameter 0.138 <D< 0.6 m and superficial gas velocity
0.01 <VG < 1.452 m s−1. These data have been reported
from different laboratories by Hills[23], Nottenkamper
[24], Menzel et al.[25], Yao et al.[26], Yu and Kim[27]
and Grienberger and Hofmann[28] and practically cover
all the published information.

(3) A low Reynolds number model has been developed for
the analysis of heat transfer near wall as well as at centre.
A very good agreement was found between the predicted

ient.
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